Matemaatiline statistika ja modelleerimine, DK.0007

Praktikum 4

R and package Rcmdr:
frequency tables, x2- and Fisher exact test;
correlation and regression analyses

1.

1.1. Open the R, and then load the R Workspace (.Rdata-fail) saved in last practical (Fail -> Load
Workspace ...). If you haven’t what to load, follow the points 1.2 and 1.3 or 1.4.

1.2. Open the R Commander (for example running the command 1ibrary (Rcmdr)).

If you had the R Workspace, then it contains also the students dataset and in R Commander you

should fix it as the default dataset for R Commander menus: Ba, bl e

1.3. If you haven’t the R Workspace what to load, you can import the csv-fail:
students = read.csv("http://ph.emu.ee/~ktanel/DK_0007/studentsR_eng.csv", header=TRUE,
Sep:"; "’ deC:", ")
and fix it.

1.4. As an alternative you may also import the Excel fail straight into the R Commander
(Data -> Import data -> from Excel, Access or dBase data set...).

| 2. Frequency tables, y2- and Fisher exact test

2.1. The command Statistics -> Summaries -> Freguency distributions... in R Commander’s menus
allows to construct the frequency tables of nonnumeric traits and additionally to test using the y2-
test, are the empirical frequencies counted from data different from some theoretical values.

For example you can test are both sexes distributed equally (50:50) or not:
m Graphs Models Distributions Tools Help

: Frequency Distributions E] 0 @
:m Active data set S
Contingency tables » MNumerical summaries. .. Vaiiables [pick one or more)
s QL Feavercs dstiutons. e a
Proportions » Count missing observations mannap
Variances » Table of statistics. ..
Nonparametric tests ¥ Correlation matrix... Brinelik v
Dimensional analysis »|  Correlation test... Chi-square goodness-of-fit test [for one variable only| v
Fit models » [
oK Cancel | Help l

Goodness-of-Fit Test Q;@

Factor levels:

] N
Hypothesized probabiliies:  |1/2  |1/72
| oK I Cancel |
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> .Table <- table(students$sugu)

> .Table # counts for sugu
M N :LC0unts of male and female students |
25 W L~ 1 )

> 100*.Table/sum(.Table)

M N
g1 79

> .Probs <- c(0.5,0.5)
> chisqg.test(.Table,

p=.Probs)

Hata: .Table

# percentages for sugu

‘Relative frequencies (%) of male and female students (as in our dataset the
number of students is 100, then the relative frequencies are equal to counts).

1
1
O

Chi-squared test for given probabilities

X-scuared = 33.64, df = 1, [p-value =

6.631e-09]

The results of y*-tests (p = 6.631*10”) are saying, that the male and female students are not

distributed 50-50.

= Try the same procedure with some other trait or theoretical frequencies.

* To you understand all, what R Commander prints into the ‘Script Window’?

2.2. 2-dimentional frequency tables

= Are the traits ‘eriala’ (specialty) and ‘mannap’ (semolina porridge eating) related or not?

Order both the chi-square and Fisher exact te

er

Statistics

Graphs Models Distributions Tools Help

] Summaries [ S (S VIR T SR
Two-way table...
Means 4 Multi-way table... I_
Proportions 4 Enter and analyze two-way table. .,
Variances g

MNonparametric tests »
Dimensional analysis »
Fit models 4

Two-Way Table

Row variable (pick one)

aine ~ aine ~
ainegr
mannap v

Compute Percentages

Row percentages (¢

Column percentages
Percentages of total
No percentages L

Hypothesis Tests

|Chi-square test of independence v ]

Components of chi-square statistic [

Print expected frequencies I
|Fishe:‘s exact test v |

Subset expression
| <all valid cases>

| oK I Cancel | Help |
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> .Table <- xtabs(~mannap+eriala, data=students)

The command used by R Commander

'> .Table _
i eriala xtabs (~mannap+eriala,data=students)
mannap LAT LKI is an alternative to the command

Ei 23 23

Jah 22 26 table (students$mannap, studentsSeriala)

Nii ja naa 2 4

> rowPercents(.Table) # Row Percentages The result of the command

eriala
Ei 50.0 50.0 100 46 data=students))
Jah 45.8 54.2 100 438 .
Bii Y& Gk 59.9 SE.% 100 6 is almost the same as the result of the

command

> .Test <- chiscg.test(.Table, correct=FALSE) 100*prop.table(table(students$mannap,

> .Test students$eriala), 1)

The second argument "1’ of the function
prop.table
mean the calculation of row percents.

Pearson's Chi-scquared test

data: .Table
X-squared = 0.6423, df = 2, [p-value = 0.7253|

Try the alternative commands.

' Both the - and Fisher exact test

(functions chisqg.test and fisher.test)
did not reject the nullhypothesis — the
students’ speciality and porridge eating are
not related

(p =0,73 and p = 0,77, correspondingly).

> remove (.Test)
1
1

> fisher.test(.Table)

Fisher's Exact Test for Count Data

'data: .Table
:P—value = D.?GSH
@alternative hypothesis: two.sided

> remove (.Table)

* In many analyses the R Commander allows to determine the subset of the data to analyze typing
the appropriate expression into the box named <Subset expression>.

For example modeling the 2-dimentional frequency table you can analyze only women’ data by
typing into the <Subset expression>box the command specifying the rows I GAPELAGL 1SS LTS
in dataset ’students’ which to use: students$sugu=="N". Fisher's exact test

Subzet exprezzion

|ﬂudenm$sugu==“N”

As aresult R Commander performs the analysis and writes into the script
window the command

Ok C

xtabs (~eriala+mannap, data=students, subset=studentsS$sugu=="N")
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Although the commands written by R Commander are little bit different from the basic R language
(did you understand them?) ~ the following commands will give the same results:

table (studentsSmannap [ students$Ssugu="N"], studentsS$eriala[students$sugu=="N"])
chisg.test (table (studentsSmannap [studentsS$Ssugu=="N"], studentsSeriala[students$Ssugu=="N"]))
fisher.test (table (students$Smannap [students$Ssugu=="N"], studentsSeriala[studentsSsugu=="N"]))

* By the way, did you mentined the warning in R Commander’s message window? What this
means?

This means that analysing only women is the dataset too small for chi-square test (chi-square test
assumes, that expected frequencies in all table cells are at least 5 or bigger).
If the frequencies are lass than 5, the teststatistic can

not follow the y*-distribution any more and the > .Testiexpected # Expected Counts

Mannap

calculated p-values can be wrong. eriala Ei Jah Nii i naa
LAT 19.49367 21.72152 z.75481

What to do? LEI 15.50633 17.27548 2.21519

One variant is to apply the corresponding Monte-Carlo test, which constructs randomly frequency
tables with the given row and column sums, calculates in all cases the teststatistic value and
estimates in such a way the teststatistic distribution corresponding to the null hypothesis.

This test can be applied in R with the function chisqg. test with the help of additional argument
simulate.p.value=TRUE, if you wish to change the number of repatedly constructed
frequency tables (default value is 2000), the additional argument B=5000 should be used (in this
case the 5000 frequency tables will constructed randomly).

As the frequency tables are constructed randomly the test result can be little different at different
runs. For example:

Fearson's Chi-squared test with simulated p-value (based on 2000 replicates)

data: table(studentsimannap[studentsizugu == "N"], studentsjerialal[studentsisugu == "N
H-scuared = 0.516, df = NAi, [p-value = 0.6747

or

Pearson's Chi-squared test with simulated p-wvalue (based on 2000 replicates)

data: ®tabs|~eriala + mannap, data = students, subset = students§isugu == T
H-soquared = 0.816, df = Ni, [p-wvalue = 0.870Z

Try, will you also get diferent results.

As an alternative the Fisher excact test can be used, which constructs all possible frequency tables
with given row and column sums and calculates the exact p-vale. NB! In case of large datasets
and/or frequency tables (with many rows and columns) R performs also the Fisher exact test
following the Monte-Carlo method ... (otherwise it can take hours or days to get a result).

s quite usual for R Commander, that it uses the commands not in the simplest form and sometimes the R
Commander commands did not work in the base R — this is the reason of installing the R Commander with amount of
other packages.
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= [f the analysed frequency table is 2x2-table, the function fisher.test calculates also the odds
ratio (OR) and its 95% confidence interval.

For example to test is the men-women ratio among veterinary medicine students and animal science
students different (are the sex and speciality related) the Fisher exact test can be performed.

7% Two-Way Table E]
Row variable (pick one) Column varishle (pick one) You can order this test from R Commander menus
aine | leriala "~ . .
aineqr | fmannap ) or type and run the corresponding command from the script
eriala sugu window:
rMannap ™| annelik. ™|

Compute Percentages
2&$§?;i;58 fisher.test (students$eriala, students$sugu)
Percentages of kotal ()
Mo percentages @
Hypothesis Tests

Chi-square test of independence [

Components of chi-square statistic [

Result:
Prink expected freguencies [
Fisher's exack test ~d ;
Fisher's Exact Test for Count Data
Subset expression
<all walid cases=
data: . Tahle

[p—wvalue = 0.001031]
alternative hypothesiz: true odds ratio iz not equal to 1

a4 ] [ Zancel l [ Help ]

95 percent confidence interwval:
0.02360176 0.51641371

sample estimates:

Based on the p-value (p =0.001) Jodds ratio

the alternative hypothesis that 0.1350761

the sex and speciality are related

is proved (men-women ratio among veterinary medicine students and animal science students is

statistically significantly different).

Odds ratio OR = 0.135, which is approximately estimable from the frequency tabel as the ratio
sugu (3/18) / (44/35) = 0.133 shows that among veterinary medicine students is the
eriala M N ! chance to met the male student 0.135 times smaller than among animal science

LAT 3 44 . gtudents.
LEI 18 35

Excactly the same is the odds ratio if we change the table rows and columns:

table (students$sugu, students$Seriala) > " LA; LT;
M 44 35

OR = (3/44) / (18/35) = 0.133 (R gives the estimate 0.135) — among male students is the chace to
met the veterinary medicine student 0.135 times smaller than among female students.

The 95% confidence interval of odds ratio is (0,024; 0,516). As this interval does not contain 1
(OR =1 if there is no relationship) the alternative hypothesis that the men-women ratio among
veterinary medicine students and animal science students different (sex and speciality related) is
proved.
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3. Correlation analysis

3.1.
Find the correlations between numerical traits (except the year) using
a) whether the script window in R Commander:
cor (students[,c("bmi", "kaal", "mat", "peaymb", "pikkus")], use="pair")
Remarks:

) the missing first argument (before comma) in
[,c("bmi", "kaal", "mat", "peaymb", "pikkus") ]

says that all rows must be used, the second argument forms the list of used columns;

x) simple command cor (students) finds correlations between all numerical variables
in dataset;

) cor (students$bmi, studentsS$kaal) finds the correlation only between
mentioned variables;

X) options use="pair" or use="complete.obs" are necessary, if dataset contains
missing values:

the second variant (use="complete.obs") asks R to omit all rows with missing
values for any of the study variable,

the first variant (use="pair") omits only rows with missing values for variables’
pair (for different correlations different number of observations can be used);

) by default the Pearson correlation coefficients are found,

for Spearman and Kendall correlation coefficients use the options
method="spearman" and method="kendall"
(also the Pearson correlation coefficient can be specified with method="pearson").

b) or corresponding command from menus Statistics -> Summaries -> Correlation matrix ...

4 Correlation Matrix E]

Y ariables [pick two or more]

aasta i |
brnii

k.aal
mat v

Type of Correlations

Pearson product-rmoment
Spearman rank-order -

Partial .

ok I Cancel Help

3.2. Calculate also the Spearman rank correlation coefficients for the same numerical traits.
Is there any reason to daubt in the linearity of studied relationships?
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If there is no big difference between Spearman rank correlation and Pearson linear correlation
coefficients, then it is reasonable to use the last (it is more simple and more traditional).

3.3. Are the correlations between head girth (‘peaymb) and weight (‘kaal’), height (‘pikkus’) and

body mass index (‘bmi’) statistically significant?

a) You can type the command into the script window using the function cor .test:

cor.test (students$peaymb, studentsS$Skaal,

b) or use menus
Statistics -> Summaries -> Correlation test ...

If p <0.05, the corresponding relationship is statistically

significant.

method="pearson")

.
74 Correlation Test g
Wariables [pick twao)
broi )
kaal
mat —
peaymb w
Type of Carnelation Alternative Hypothesiz
Pearzon product-rmorment &+ Twi-sided v
Spearman rank-order - Corelation< 0
Kendall's tau . Cormelation> 0
0k I Cancel Help

4. Regression analysis

4.1.

= Students usually don’t know their head girth (‘peaymb’). How well can we predict it based on
the weight (‘kaal’), height (‘pikkus’) and body mass index (‘bmi’) using the linear regression?

Are all these arguments necessary in the model?

Statistics -> Fit models -> Linear regression ...

NB! It’s important to assign a name to the model, to
store and further analyze the model results!!

The corresponding script is

peaymb.Regmodel.l <- Im(peaymb~bmi+kaal+pikkus,

Remarks:

) instead sign <— the sign = can be used;

7% Linear Regression

BE] %

Enter name for model: |peaymb.Hegmndel.1

Responze wariable [pick one]

Explanatony wariables [pick one or more)

k.aal i |
rmat

peaynb = |
pikkuz w

Subszet expreszion

|<aII walid cazes:

ak I Cahicel

kaal i |

mat

peaymb = |

pikkuz w
| Help |

data=students)
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) the equivalent presentation of the model is

Im(studentsS$peaymb ~ studentsS$Sbmi + studentsS$kaal + studentsS$Spikkus).

The command
summary (peaymb.Regmodel. 1)

is used to print out the model’s peaymb.Regmodel . 1 results

Result:

Call:
lmi{formula = peavib ~ bmwi + kaal + pikkus, data = students)

Fesiduals:
Min 12 Median jcie] Max e
-9.4769 -1.4241 0.2410 1.8189 S5.1708

_ Residuals description

___ Estimated regression coeficients

Coefficients: ____——————‘_____/ and corresponding p-values
Estimate Std. Error € value Prix|t]] :
[Intercept) 76,7956 45.0530 1.598 0.114
bmi -0.7785 1.0830 -0.718 0.474
kazl o.4170 0.3630 1.130 0.z261 - - _— -
pikkus _0. 1807 0.2817 -0. 642 0.523 Ii-hqum'-:. describing the goodness of fit of the model

Fesidual standard error: 2.929 Dn_ﬁﬁ:&eﬁf@gé of freesdom
(8 observations deleted due*faﬂ%issingnessj

Multiple|R-Squared: 0.2336) Ldjusted R-sguared: 0.25

F-statistic: 11.61 on 3 and 38 DF, [p-value: 1.747e-0&|

Model's statistical significance

= A lot of different model diagnostic parameters and graphs can be calculated from
Models -> Numerical diagnostics and Models -> Graphs.

For example Models -> Numerical diagnostics -> Variance-inflation factors can be used to
measure the multicollinearity of model arguments (this means that arguments are strongly correlated,
and as a result the parameters estimates can be misleading).

The multicollinearity is big (and some arguments should omitted from the model), if VIF > 10.

> wif (peayib . Redqodel. 1)
bini kaal pikkus
94,4952 174.5210 AZ2.039:2

So, multicollinearity is too big and at least one argument should be omitted ... Which of them?
Look at the correlations — the argument with the biggest correlation with the head girth should
usually stay into the model ...

Fit the models with less arguments (giving them own names, for example peaymb.Regmodel . 2
and so on).
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* The choice Models -> Graphs -> Basic diagnostic plots will give several basic diagnostic plots
including the residuals versus fitted values plot and residuals normal Q-Q plot (quantile-quantile
plot).

For the residuals normal Q-Q plot the also the following command can be used:

ggnorm(resid (peaymb.Regmodel.1l)) Normal Q-Q Plot

The model residuals did not follow exactly the .
normal distribution (the points did not situate °
exactly on the diagonal), there are some
exceptionally large residuals.

If possible, the model should be improved
taking into account additional arguments

or changing the regression function.

But in real life it is quite often impossible to
construct better prediction equation and

the models with residuals distributed like

in figure beside are treated as good enough. °

Sample Quantiles
0
|

-10

4.2. Theoretical Quantiles

= [t seems that the optimal model should have only one independent variable — weight (‘kaal’). Did

you reach to the same conclusion?

The corresponding model output:

> peayub.Regmodel. 4 <- lwipeayb~kaal, data=students)
> summary (peayulb .. Begrodel. 4)

Call:
lmwiformwula = peaywb ~ kaal, data = students)

Residuals:
Hin 12 HMedian 30 Max
-9.4109 -1.4582 0.2312 1.88Z26 9.4470

Coefficients:

Eztimate 3td. Error t wvalue Prix|t])
[Intercept) 45.1735 1.5000 25.10 <« Ze-1a ***
kaal 0.16832 o.oz277 5.89 6.57Ve-05 ***

Signif. codes: 0O ****7 0.001 ***" Q0,01 **F O0.05 .7 0.1 * *
Residual standard error: 2.907 on 90 degreeses of freedom
(8 ohservations deleted dus to missingness)
Multiple R-Sguared: 0.278Z2, Adjusted R-squared: 0.2702
F-statistic: 34.69 on 1 and 90 DF, p-valus: 6.573=-05
Is this model statistically significant?

What about the regression equation?

1
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* Such a simple model can be illustrated with several 2-dimentional plots.
For example the residuals plot can be ordered using the command.

plot (students$kaal, resid(peaymb.Regmodel.4))

o
-

resid(peaymb.Regmodel.4)
0
|

There is no any clear tendency in the residuals’
scatterplot, so the model can be declared o
suitable. o o

40 50 60 70 80 90 100

students$kaal

» The predictions in given points (for example for weights 40 and 100 kg) can be calculated by
command

prediction=predict (peaymb.Regmodel.4,data.frame (kaal=c(40,100)))

(the vector of predicted head girths is not printed out but the predicted values ae just assigned to
the variable prediction; if you want to see the predicted values, you should type into the
script window the name of the corresponding variable).

The scatter plot with regression line can be drawn running the following commands in script
window:

plot (studentsSkaal, studentsS$Speaymb,
xlab="Students weight (kg)", .
ylab="Students head girth (cm)")

lines(c(40,100),prediction)
# draws the line on the plot

Students head girth (cm)

T T T T T T T
40 50 60 70 80 90 100

Students weight (kg)
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On the same graph the tolerance and confidence intervals can be added using the commands

prediction=predict (peaymb.Regmodel. 4,

data.frame (kaal=c(40:100) ), interval="prediction")

1ines (40:100,prediction[, 2], 1lty=2)

1ines (40:100,prediction [,3],1lty=2)

prediction=predict (peaymb.Regmodel. 4,
data.frame (kaal=c(40:100)),
interval="confidence")

1ines (40:100,prediction[, 2], 1ty=3)

1ines (40:100,prediction[, 3], 1ty=3)

(the 95% tolerance interval shows the area of 95%

students’ weights and head girths;
the 95% confidence interval is the area where the

real regression line should be with probability 0.95).

60
I

Students head girth (cm)

T T T T T T
40 50 60 70 80 90

Students weight (kg)

* The similar plot can be drawn also in R Commander:

Graphs -> Scatterplot ...

)

.

w-variable [pick one]

y-vaniable [pick ongl

The confidence and tolerance intervals are not
selectable in menus but these can be added
later using the commands predict and

100

aasta [ |[brni A . K Rk K
brmi kaal lines in script window.
kaal ~|mat =
mat w ||peaymb w
Optiong Plotting Parameters
Identify points I Platting characters |Ity=2
Jitter w-variable I Faint size 12 o o
Jitter yvaniable [ —I—I
[Te}
i 12 ©
Marginal boxplats [ fis test size
Least-zquares line v —I—I
i 1.2
AR L Auiz-labels text size T o
50 L 2] co o e °
Span for smooth lil % ° oo o oo ot o
k] oo 0o ooo/g."/O
w-aviz label p-awis label e 00 3p0 00900
|Students weight [ka) |Sludents head girth [cm] ‘% 8 7 ° © 00 090 00 ° o
o o /’/_/’OO o 00 000
. 5 —/o/_/oo o oo
Subszet expression - ° °
. o
|<a|| valid cases: g4 o o o
Flat by groups. .. | ¢
o o o
<
OF. I Cancel Help | ! ' ! ' ! ! '
40 50 60 70 80 90 100
Students weight (kg)
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4.3. Is the regression equation similar for both sexes?

* You can build the models separately for men and women running the following commands in

script window

peaymb.Regmodel.4M <- lm(peaymb~kaal, data=students[studentsS$Ssugu=="M",])

summary (peaymb.Regmodel . 4M)

peaymb.Regmodel. 4N <- Im(peaymb~kaal, data=students[studentsS$Ssugu=="N",])

summary (peaymb.Regmodel. 4N)

Or in R Commander: Statistics -> Fit models -> Linear regression ...

& Linear Regression g

Enter name far model: ||:ueaymb.F|egmu:udeI.4M

kaal M Jaasta
rnat brriii
peayrib = |kaal
pik ks v mnat

s . I.I
|student3$3ugu=="h‘|" U

Responze vanable [pick ane] Explanatary vanables (pick one ar mare)

L

= The simplest way to draw a scatter plot with
different regression lines for both sexes is to
use the Graphs -> Scatterplot ... in
R Commander-.

T

w-varable [pick one)

y-vaniable [pick ane]

aasta
brni
kaal
mat
Options

|dentify poirts N

| fkaal
miat

© |peaymb

v pik bz

b

Flatting Parameters

Flotting characters |<autn>

Jitter wvanable [ Print sive 1.2
Jitter pvaniable [ N
i v 1.2
targinal boxplats v o
Least-sguares line v N
i 12
e N Axiz-labels text size lil
Span f th 50 I
pan for smaal ,7
w-awiz label y-awiz label
|Students weight [ka) |Students head airth [cm)
Subzet expression
|<a|| valid cazess 74 Groups E]
Pliat by qraupes. . Groups wariable [pick one]
\‘\ eriala i
+ [mannap
(1]8 I Cancel | SCICUES = |
< Ennelik, w
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sugu
° M
AN
o
8 .
g 8 . A o -
= N -4 P A
-% ° AN A oAAAN . o
g AD AL onbs o i
2 DA DAD oA A 2577
a2 19 a YN NN - S NS
GC) A - 'AA_ 5" o AA o000
g .
=] AT A
« A A
A
8 - A A A
o PaN
[} Q4 A A
40 50 60 70 80 90 100
Students weight (kg)
— ] |
44.
And finally try to understand, what kind of graphs can be produced by choosing
Graphs -> Scatterplot matrix... in R Commander.
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